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Basic framework
Team of sensors
(Decision Makers)

Fusion Center
(Estimator)

• Captures the effect of interference 
• Each sensor decides to transmit or not 
• >1 transmission result in a collision

Design jointly optimal communication and estimation policies
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2



Environmental monitoring - quickly detect a random event or disturbance

• Teams of sensors 
• Cooperation 
• Decentralized system

• Collisions (interference) 
• Long delays 
• Lack of feedback

Features

Challenges1,2

1. Bullo, Cortés and Martínez, Distributed Control of Robotic Networks, 2009. 
2. Climent et al., “Underwater Acoustic Wireless Sensor Networks,” IEEE Sensors 2014.

Disturbance! No coordination protocols
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Application: Underwater acoustic sensor networks



Previous work: MMSE estimation over the collision channel

• mutually independent 
• continuous rvs 
• supported on the real line 
• any distribution
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Result1 
Existence of jointly optimal 

threshold policies

1. Vasconcelos & Martins, “Optimal estimation over the collision channel,” to appear in IEEE TAC 2017. 4



Ui = 0 =) Si = ?

(transmit)

(stay silent)

UiDecision variables:

Collision channel with common and private observations
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Ui = 1 =) Si = (i, Z,Xi)
Communication policies: Ui

Ui(x, z) = prob

�
Ui = 1|Xi = x, Z = z

�

Sensor 1

Sensor 2

Fusion center

5



Common and private observations
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fW = fZ · fX1|Z · fX2|Z
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Problem
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1. van Schuppen, “Common, correlated and private information in control of decentralized systems,” Springer 2015.
2.  Mahajan, “Optimal decentralized control of coupled subsystems with control sharing”, IEEE TAC 2013.



Collision channel

no transmissions >1 transmissionssingle transmission

success! collision C

U1 = 1, U2 = 1U1 = 1, U2 = 0 U1 = 0, U2 = 0

no transmission ?

U1 U2From the channel output we can always recover       and     . 
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Collision channel
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Collision channel

no transmissions >1 transmissionssingle transmission

success! no transmission ? collision C

U1 = 1, U2 = 1U1 = 1, U2 = 0 U1 = 0, U2 = 0

The collision channel is fundamentally different 
from the packet drop channel1,2

1. Sinopoli et al,  “Kalman filtering with intermittent observations,” IEEE TAC 2004.
2. Gupta et al, “Optimal LQG control across packet-dropping links,” Systems and Control Letters 2007.
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Why is this problem interesting?

1. Witsenhausen, “A counterexample in optimal stochastic control,” SIAM J. Control 1968.
2. Tsitsiklis & Athans, “On the complexity of decentralized decision making and detection problems,” IEEE TAC 1985.
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Team-decision problem Non-convex 
(in most cases) intractable1,2=)



Why is this problem interesting?
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1. Witsenhausen, “A counterexample in optimal stochastic control,” SIAM J. Control 1968.
2. Tsitsiklis & Athans, “On the complexity of decentralized decision making and detection problems,” IEEE TAC 1985.

Look for a class parametrizable policies that 
contains an optimal strategy
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Main result: Threshold policy on private information

a(z) b(z)

U(x, z)

x

U(x, z) =
⇢

0 a(z)  x  b(z)

1 otherwise

Threshold policy on private information

Theorem: 
If a team-optimal pair of communication policies exist, there is a pair of 

threshold policies on private information that attains the optimal cost.
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Step 1: Fixing the structure of the estimator

representation points

representation functions
Y = ? =) E(?) =
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⇤
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⇤
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⇥
f̂1?(z) z x2

⇤

EDefine the class of admissible estimators     :

E⇤ 2 E
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⇥
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⇤

14



Step 2: Common information approach

1. Nayyar, Mahajan & Teneketzis, “Decentralized stochastic control with partial history sharing,” IEEE TAC 2013.
2. Nayyar, Mahajan & Teneketzis, “The common information approach to decentralized stochastic control,” Springer 2014.

Common information1,2 can be used to simplify and  
characterize optimal solutions of team problems.
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Step 3: Person-by-person approach
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Remarks
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1. Result is independent of the form of the distributions (continuity, symmetry, modality, etc…)

2. Alternating optimization procedure to find person-by-person optimal solutions (see paper)
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Numerical results

to encode information in the collision and no-transmission
symbols to further reduce the cost. We also note that the cost
of using a time-sharing policy, in which the sensors take
turns transmitting and remaining silent and thus, avoiding
collisions, is equal to 1. In the worst case scenario, when
p = 0.5, using the person-by-person optimal threshold policy
in the last row of Table I shows an improvement of 21.6%
over the scheduling policy. Therefore, this approach leads to
a considerable reduction in cost over pure collision avoidance
protocols. We also observe that DM1 employs a combination
of scheduling and event-based policies. This shows that the
common observation acts as a switch that schedules the
transmission of DM1: when Z = +1, it always transmits
regardless of its private information; when Z = �1, it uses
an asymmetric threshold policy.

TABLE I
PERSON-BY-PERSON OPTIMAL POLICIES FOR DM1 AND DM2 IN

PROBLEM 1 WHERE THE MEASUREMENTS ARE INDEPENDENTLY

DISTRIBUTED AS X1, X2 ⇠ N (0, 1) AND Z ⇠ B(p). EACH POLICY IS

REPRESENTED BY A PAIR OF NO-TRANSMISSION INTERVALS Ai(�1)
Ai(+1)

.

p U1 U2 J (U1,U2)

0
[+0.0977,+5.3593] [+0.0976,+5.3593]

0.5397
– –

0.1
[+0.1006,+5.3386] [+0.0939,+5.3653]

0.5866; [�1.3931,+1]

0.2
[+0.1123,+5.2634] [+0.0803,+5.3975]

0.6349; [�1.3625,+1]

0.3
[+0.1388,+5.1130] [+0.0517,+5.4920]

0.6844; [�1.3207,+1]

0.4
[+0.1872,+4.8772] [0.0032,+5.7099]

0.7344; [�1.2664,+1]

0.5
[+0.2621,+4.5763] [�0.0668,+6.1340]

0.7838; [�1.2038,+1]

a1 b1

x

Z = �1

a1 = b1

x

Z = +1

(a) Communication policy U1

a2 b2

x

Z = �1

a2

x

Z = +1

(b) Communication policy U2

Fig. 3. Structure of person-by-person optimal communication policies from
in Table I.

VII. CONCLUSION

This paper takes a first step in generalizing the problem of
estimation over the collision channel to the case of dependent
observations, where the sensors observe common and private
random variables. Using a combination of the common
information and person-by-person optimality approaches, we
obtain the deterministic threshold on private information

structure of team-optimal communication policies. This re-
sult is independent of the distributions of the observations.
Using this result, we obtain expressions for the MMSE
estimates, outline an iterative procedure to compute person-
by-person optimal policies and provide a numerical example
to illustrate our theoretical results. Future work will focus
on how to efficiently perform the numerical optimization
procedure from Section V-A when Z is a continuous random
variable. The results contained in this paper may be useful
for solving the dynamic case with feedback, when common
information in the form of acknowledgements is available to
the sensors at each time.
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Z =

(
+1 w.p. p

�1 w.p. 1� p
X1, X2 ⇠ N (0, 1)

Gain of 22% over  
open-loop 

scheduling policies

Example

Combination of scheduling and event-based 
policies.

p = 0.5 =) J (U⇤
1 ,U⇤

2 ) = 0.78

p J ⇤

0 0.54
0.1 0.59
0.2 0.63
0.3 0.68
0.4 0.73
0.5 0.78
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Conclusion

Future work

1. Solve the optimization problem  
 when     is continuous? 

2. Arbitrary correlation models 
3. Sequential estimation case  

 with feedback (acknowledgments)

1. Estimation over the collision channel with dependent observations 
2. Used the common information approach to obtain structural results 
3. Numerical algorithm to obtain suboptimal policies when      is discreteZ
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19



Appendix



Mobile sensors: the capture effect1

21

Collision aware
sensor placement problem:

In a collision, the packet 
transmitted by the node closest 
to the fusion center survives 

and the others are lost. 

Spatial unfairness2
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2

Choose the location that 
optimizes the performance of 
the system subject to packet 

collisions  

1. Leentvaar and Flint, “The Capture Effect in FM Receivers,” IEEE TComm 1976.
2. Syed et al., “Comparison and Evaluation of the T-Lohi MAC for UASN,” IEEE JSAC 2008.


